kohonen.SDA(symbolicDA) 

Kohonen's self-organizing maps for symbolic interval-valued data

The method is the adaptation of Kohonen's self-organizing maps for clustering objects described by symbolic interval-valued variables. It is an alternative visualization 
approach of symbolic data to principal component analysis (PCA). The Kohonen strategy is well suited to the analysis of a large number n of items. Furthermore a dimension reduction process operates in a non-linear way therefore also works for data (data rectangles) that are located along complex, non-linear, and possibly even bent manifolds in 
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 (in contrast, for example, with PCA). 
The method proceeds as follows (Diday, Noirhomme-Fraiture [2008], pp. 208-209):
Step 1. Symbolic data table containing n objects described by m symbolic interval-valued variables. 
Step 2. The n data hypercubes are clustered into m non-overlapping clusters 
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 of (items with) “similarly located” hypercubes (where 
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 is the number of vertices of the selected 
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 lattice £). This is essentially a data aggregation step where the size of the constructed clusters is typically small (so-called “mini-clusters”) in relation to the total number n of individuals. For building mini-clusters the StochApprox, MacQeen1 and MacQueen2 
was applied.
Step 3. Each mini-cluster 
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 is characterized by a prototype hypercube 
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 in 
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 (as a class representative).
Step 4. Each mini-cluster 
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, and thus each prototype 
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 is assigned to a vertex 
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 of the lattice £ (with 
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 for all i).
Step 5. This assignment process is conducted in a way such that any two prototypes 
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 (clusters 
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 and 
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) which are neighbouring in 
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 (i.e. which have a small distance from each other) are typically assigned to two vertices 
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 of £ which are neighbouring in £ (i.e. such that the “path distance” between the vertices 
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 and 
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 along the edges of £ is small).

Step 6. After a series of iterative steps, the algorithm yields a final partition (
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) of objects and describes each mini-cluster 
[image: image22.wmf]i

C

 by a “typical” hypercube 
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 that is called the “prototype” of 
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�Czy taką procedutę przyjąłes?


�Czy tu jest wizualizacja wyników?


Niestety mój example się wywala i nie wiem w jakiej formie są wyniki


�Którą z tych metod przyjąłes?
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